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ABSTRACT: Allostery is a ubiquitous mechanism to control
biological function and arises from the coupling of inhibitory and
binding equilibria. The extent of coupling reflects the inactive vs active
state selectivity of the allosteric effector. Hence, dissecting allosteric
determinants requires quantification of state-specific association
constants. However, observed association constants are typically
population-averages, reporting on overall affinities but not on
allosteric coupling. Here we propose a general method to measure
state-specific association constants in allosteric sensors based on three
key elements, i.e., state-selective molecular stapling through disulfide
bridges, competition binding saturation transfer experiments and
chemical shift correlation analyses to gauge state populations. The
proposed approach was applied to the prototypical cyclic adenosine
monophosphate (cAMP)-dependent protein kinase (PKA-RIα), for
which the structures of the inactive and active states are available, as needed to design the state-selective disulfide bridges.
Surprisingly, the PKA-RIα state-specific association constants are comparable to those of a structurally homologous domain with
∼103-fold lower cAMP-affinity, suggesting that the affinity difference arises primarily from changes in the position of the dynamic
apo inhibitory equilibrium.

■ INTRODUCTION

Allosteric regulation is a fundamental control mechanism of
biological systems,1−23 and it has opened new opportunities to
design antagonists and agonists with enhanced potency and
selectivity for therapeutic targets previously considered
undruggable.24−28 A simple, but effective model to understand
allostery elicited by a generic ligand relies on the four-state
thermodynamic cycle arising from the coupling of two
equilibria: the inhibitory (i.e., inactive vs active) equilibrium
and the ligand-binding (i.e., apo vs holo) equilibrium (Figure
1a).3,29−34 If the ligand does not exhibit active vs inactive
selectivity, the binding and inhibitory equilibria are not coupled
and binding occurs without activation or further inhibition (i.e.,
antagonism). If the ligand exhibits active vs inactive selectivity,
ligand binding stabilizes the state with the highest affinity,
leading to an allosteric conformational change (i.e., agonism or
reverse-agonism). In general, the binding and inhibitory
equilibria are allosterically coupled with a coupling free energy
equivalent to
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where Ka,Inactive and Ka,Active denote the association constants of
the ligand for the inactive and active states of the allosteric
protein, respectively. For agonists Ka,Inactive < Ka,Active, while for

reverse-agonists Ka,Inactive > Ka,Active. Hence, measurements of
state-specific association constants are essential for dissecting
the driving forces underlying allosteric agonism and antago-
nism. However, currently available methods to measure
affinities35 focus primarily on the quantification of ensemble
average association constants only. The observed average
affinities are easily computed through binding polynomials
(Supporting Information) based on the allosteric cycle of
Figure 1a, showing that

= +K X K X Ka,Observed Inactive,Apo a,Inactive Active,Apo a,Active (2)

where XInactive,Apo and XActive,Apo denote the fractions of inactive
and active states, respectively, in the absence of ligand. Eq 2
illustrates how the observed average affinities depend on both
the position of the apo inhibitory equilibrium and the state-
specific association constants. Even when the former is known,
measurement of Ka,Observed is not sufficient to determine the
latter.
Here, we propose a general experimental approach to

determine state-specific association constants. This can be
achieved through traditional affinity measurements if the apo
form of the allosteric system is trapped in either the pure
inactive or active states. In principle, an efficient trapping

Received: June 30, 2015
Published: August 6, 2015

Article

pubs.acs.org/JACS

© 2015 American Chemical Society 10777 DOI: 10.1021/jacs.5b06557
J. Am. Chem. Soc. 2015, 137, 10777−10785

http://pubs.acs.org/doi/suppl/10.1021/jacs.5b06557/suppl_file/ja5b06557_si_001.pdf
pubs.acs.org/JACS
http://dx.doi.org/10.1021/jacs.5b06557


method is provided by state-specific disulfide bridges, referred
to here as “molecular staples”. However, in practice, disulfide
bridges alone rarely result in the isolation of pure states. Often
molecular stapling simply provides a conformational bias
toward the inactive or active states. Nevertheless, we show
that the conformational bias provided by molecular stapling is
sufficient to determine state-specific association constants, if it
is combined with (a) measurements of the positions of the
perturbed inhibitory equilibria based on NMR chemical shifts
and with (b) competition binding experiments monitored by
saturation transfer difference (STD) NMR spectra. When linear
patterns of peak positions are observed in the disulfide-stapled
mutants, the combination of conformational stapling through
disulfide bridges, NMR chemical shift analyses, and competitive
STD experiments results in a general approach for the
measurement of state-specific association constants in allosteric
regulators.
The proposed method to measure state-specific association

constants is illustrated through its application to the regulatory
subunit of the cyclic adenosine monophosphate (cAMP)-
dependent protein kinase A (PKA-RIα), which represents a

prototypical allosteric signaling system.36−41 The central
controlling unit of PKA-RIα comprises the (91−244) region,
which includes the kinase inhibitory site and a single cAMP-
binding domain (CBD) as well as the linker connecting them
(Figure 1b).42 RIα (91−244) fully inhibits the PKA catalytic
subunit (C) in a cAMP-dependent manner and binds both
cAMP and C with affinities comparable to full length RIα.40,43

Although cAMP-binding to RIα (91−244) is slow in the NMR
chemical shift time scale (at 700 MHz), the inactive vs active
exchange is fast in both apo and holo forms,36,40 and therefore
measurement of state-specific affinities would be challenging
without modification of RIα (91−244). Our results show that
the state-specific association constants measured for RIα (91−
244) using molecular stapling and NMR are comparable to
those measured for another eukaryotic CBD, which binds
cAMP with an affinity ∼3 orders of magnitude weaker than that
of RIα (91−244). The surprising similarity in state-specific
association constants between these two CBDs suggests that
the marked difference in their overall affinities arises primarily
from changes in the position of the respective apo inhibitory
equilibria.

Figure 1. Allosteric thermodynamic cycle and state-selective trapping through molecular staples in PKA-RIα. (a) Apo RIα (91−244) samples both
the active (blue) and inactive (red) states. The catalytic subunit of PKA preferentially binds the inactive state, while cAMP (gray) exhibits higher
affinity for the active state. Weak cross-state interactions do exist, but little information is available due to the inherent dynamics of RIα. The cAMP
binding pocket is shown in orange. (b) Overlay of the inactive (PDB: 2QCS) and active (PDB: 1RGS) structures. Color codes are as in panel (a).
Gray circles indicate the residues in the kinase inhibitory site. (c,d) Design of molecular staples to stabilize the inactive state of RIα (91−244). The
A108/M234 and E143/S236 residue pairs were mutated to cysteine for the purpose of disulfide bridge formation and stabilization of the inactive
state. (e) Luminescence monitored kinase inhibition assay for A108C/M234C. Increasing amounts of RIα (91−244) were added to the PKA C-
subunit to silence its catalytic activity. Increasing relative luminescence units (RLU) indicate enhanced inhibition. Significantly less disulfide-bridged
RIα (green, IC50 = 0.8 nM) was required to inhibit C, as compared to WT RIα (black, IC50 = 29 nM). Error bars represent standard deviations of
measurements performed in triplicate. (f) Same as (e), but for the E143C/S236C (green, IC50 = 0.9 nM).
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■ RESULTS

Design of State-Selective Molecular Staples. The
structures of RIα (91−244) bound to either cAMP (i.e., active
state) or C (i.e., inactive state) have been solved,44−46 and
based on these structures we identified potential residue pairs
to be used as sites for double mutations to cysteine. Such
residue pairs meet two key conditions: (i) they are not part of
the binding sites for the allosteric ligand to avoid affecting its
affinity; (ii) they are close in the state to be stabilized by the
disulfide bridge (e.g., Cβ−Cβ < 6 Å), but farther apart in the
other (e.g., Cβ−Cβ > 8 Å). Two residue pairs that meet these
criteria in RIα (91−244) are A108/M234 and E143/S236
(Figure 1c,d). These residue pairs are distal from the sites in
contact with cAMP, i.e., the phosphate binding cassette and the
base binding region (Figure 1c,d) and correspond to short
distances in the inactive (e.g., Cβ−Cβ < 6 Å), but not in the
active state (Figure 1c,d), suggesting that disulfide bridges at
these locations should stabilize the inactive state. Hence, the
two double cysteine mutants A108C/M234C and E143C/
S236C were engineered and the resulting disulfide bridged
constructs were assessed for their shifts in inhibitory
equilibrium using a combination of kinase assays and NMR
chemical shift analyses.
The Designed Disulfide Mutants Partially Stabilize the

Inactive State of the Apo Form. For both A108C/M234C
and E143C/S236C double mutants of PKA-RIα (91−244),

kinase inhibition assays were performed in which luminescence
measurements report on the amount of residual ATP. Higher
luminescence values indicate higher concentrations of ATP and
thus lower activities of the catalytic subunit of PKA (PKA-C),
as shown in Figure 1e,f. Figure 1e,f illustrate that both disulfide
mutants of RIα (91−244) inhibit PKA-C more effectively than
wild type (WT) RIα (91−244). The IC50 values for A108C/
M234C (0.8 nM) and E143C/S236C (0.9 nM) are similar, and
at least 1 order of magnitude lower than that of WT (29 nM).
The decreased IC50 values in the mutants vs WT confirm that
the designed disulfide bridges successfully increase the fraction
of inactive-state conformations, which exhibit high affinity for
the catalytic subunit of PKA.
In order to quantify the increase in the inactive population

resulting from the disulfide bridges, we took advantage of
recently proposed NMR methods based on chemical shift
projection and correlation analyses.47−49 For this purpose,
heteronuclear single quantum coherence (HSQC) spectra were
collected for A108C/M234C and E143C/S236C RIα (91−
244) both in the absence of cAMP and in the presence of
saturating cAMP concentrations and compared to similar
reference spectra acquired for WT RIα (91−244) in the apo,
cAMP- and C-bound forms (Figure 2a−d). The apo, cAMP-
and C-bound HSQC WT peak positions of residues that are
sufficiently removed from both cAMP- and C-binding interfaces
(e.g., L221) define linear patterns (Figure 2a−d), indicating

Figure 2. State-selective disulfide bridges partially stabilize the inactive state in both apo and holo forms. (a−d) Overlaid HSQC cross-peaks of
reporter residue L221 for the disulfide mutants A108C/M234C and E143C/S236C RIα (91−244) in the absence (a,c) or presence (b,d) of cAMP.
Because of fast exchange, the observed chemical shifts are linear averages and depend on the relative populations of the inactive and active states. (a)
Apo A108C/M234C in the absence of DTT (green) exhibits greater inactive state population than WT apo. In the presence of DTT (red), the
disulfide bridge is at least partially reduced, causing partial reversion toward WT apo by decreasing the proportion of the inactive state. (b) Similar to
panel (a) but in the presence of excess cAMP. The cAMP-bound A108C/M234C disulfide bridged construct (green) preserves a significant
population of inactivate state. (c) As (a), but for apo E143C/S236C. (d) As (c), but for cAMP-bound E143C/S236C. (e,f) Chemical shift
correlation plots to measure the change in the overall extent of inactivation in the apo and holo disulfide-bridged A108C/M234C double mutant.
Residues included in these plots were selected according to conditions (a−c) in p. S4 of the Supporting Information. Open and closed circles denote
1H and 15N chemical shift values, respectively, the latter scaled by 0.181.47 On the basis of eqs S17 and S14, the slopes of the plots in panels (e) and
(f) report on the relative changes in the inactive state populations. (g,h) As (e,f), but for E143C/S236C RIα (91−244).
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that such residues report primarily on the fast-exchanging active
vs inactive equilibrium. Because of the population-weighted
averaging occurring in the fast exchange regime, the active vs
inactive fractions are encoded directly in the measured NMR
chemical shifts. For instance, the WT apo peak is approximately
equidistant from the WT RIα:cAMP and WT RIα:C peaks
(Figure 2a), indicating that in WT apo the populations of the
active and inactive states are similar, as determined previously.40

However, for the A108C/M234C disulfide bridged mutant the
apo peak (green) is shifted toward the WT RIα:C (purple)
position (Figure 2a), pointing to an increase in the inactive
state population relative to WT.
As a negative control to confirm that the increase in inactive

state population is caused by the 108/234 disulfide bridge,
HSQC spectra for the A108C/M234C mutant were also
acquired in the presence of the reducing agent dithiothreitol
(DTT) (red, Figure 2a). If inactive state immobilization relies
on the molecular staple, it is expected that the spectra of the
disulfide bridge mutants would be DTT dependent. When
DTT is added to the sample, a partial reversion toward WT apo
is observed (Figure 2a). It is possible that full reversion to WT
apo is not observed because the reduced cysteine residues
slightly perturb the inactive vs active equilibrium even prior to
disulfide bridge formation and/or partial reoxidation occurs
before data acquisition. In either case, the lack of full reversion
to WT does not affect the measurement of state-specific
association constants and Figure 2a clearly shows that the 108/
234 disulfide bridge is effective in selectively stabilizing the
inactive state of apo RIα (91−244), as sensed by the selected
L221 reporter residue. In order to evaluate to what extent the
108/234 disulfide bridge perturbs the inhibitory equilibrium of
cAMP-bound RIα (91−244), similar experiments were
repeated in the presence of excess cAMP (Figure 2b).
The Designed Disulfide Mutants Partially Stabilize the

Inactive State Even in the Holo Form. Figure 2b shows that
the 108/234 disulfide bridge is effective in selectively stabilizing
the inactive conformation over that of the active state of RIα
(91−244), even in the presence of the endogenous allosteric
activator, cAMP. As expected based on the disulfide bridge
design criteria, under reducing conditions, the selective
stabilization of the inactive state is markedly reduced (red,
Figure 2b). Similar results are obtained for the L221 reporter
residue of the other independent mutant E143C/S236C in
both apo and cAMP-bound forms (Figure 2c,d). In order to
prove that the inactive vs active state stabilization imparted by
the disulfide bridges is not dependent on the specific choice of
L221 as a reporter residue for the inhibitory equilibrium
(Figure 2a−d), we measured the changes in the fractions of
inactive state also by NMR chemical shift (δ) correlation
analyses (Figure 2e,g).
Figure 2e,g shows the plot of (δMutant,Apo − δWT,Holo) vs

(δWT,Apo − δWT,Holo). This plot is expected to be linear with a
slope equal to (XInactive,Mutant Apo/XInactive,WT Apo), i.e., the ratio
between the fractions of inactive state in the mutant apo vs WT
apo, provided it is restricted to residues that sense primarily the
position of the inhibitory equilibrium (Supporting Information:
residue selection criteria (a−c) p. S4 and eq S17). The resulting
plot for the apo A108C/M234C mutant is shown in Figure 2e
providing a (XInactive,Mutant Apo/XInactive,WT Apo) ratio of 1.32 ±
0.05; i.e., the 108/234 disulfide bridge leads to an overall ∼30%
increase in the apo inactive population.
A similar approach was utilized to quantify the change in

inactive fraction of the holo form. The plot of (δMutant,Holo −

δWT,Holo) vs (δMutant,Apo − δWT,Holo) for residues reporting on the
inhibitory equilibrium is expected to be linear with a slope
equal to the (XInactive,Mutant Holo/XInactive,Mutant Apo) ratio (Support-
ing Information: eq S14), which in the case of the A108C/
M234C mutant is 0.83 ± 0.04 (Figure 2f). This result means
that unlike WT, the 108/234 disulfide mutant limits the
decrease in the inactive fraction upon cAMP saturation to just
∼15%. Similar results were obtained for the E143C/S236C
mutant (Figure 2g,h). Overall, the data of Figure 2 clearly
indicate that each independent disulfide bridge successfully
shifts the inhibitory equilibrium of RIα (91−244) toward the
inactive state in both apo and cAMP-bound forms, but residual
populations of active state remain in both forms of the disulfide
bridged mutants. Given the higher-affinity of cAMP for the
active vs inactive state, it is essential to account for the presence
of residual active state populations when using the disulfide
bridges as molecular staples for determining the association
constant of the inactive state. This approach is preferred to
other methods introducing additional, potentially invasive
perturbations to further stabilize the inactive conformation.

Accounting for Residual Active State Populations.
The effect of the residual active state population in the
disulfide-bridged mutants designed to trap the inactive state is
corrected through the following equation (Supporting In-
formation):

=K K
X

Xa,Inactive a,Observed
Inactive,Holo

Inactive,Apo (3)

where XInactive,Holo denotes the fraction of inactive state in the
presence of saturating amounts of ligand (i.e., large cAMP
excess) and the other terms are defined as in eq 2. In principle
eq 3 applies to both WT and mutant proteins, however in the
case of WT, the XInactive,Holo term is often minimal (∼0%) and
typically affected by a high relative error. Because of the
challenges in accurately determining XInactive,WT Holo, eq 3 is of
little practical utility for the WT protein. However, when eq 3 is
applied to the disulfide mutants designed to stabilize the
inactive state, XInactive,Mutant Holo is significantly higher than 0%
(e.g., >50% based on Figure 2b,d,f,h) and is determined more
accurately, making eq 3 an excellent tool to determine state-
specific association constants. It should be noted that eq 3 was
derived for the inactive state as this is the state stabilized by the
designed molecular staples used here, but a similar equation
applies for the active state as well (Supporting Information: eq
S9), and it is useful when the molecular staples selectively
stabilize the active state. The implementation of eq 3 requires
the determination of Ka,Observed and of the (XInactive,Holo/
XInactive,Apo) ratio for the mutants. The latter is measured
directly through the slope of the (δMutant,Holo − δWT,Holo) vs
(δMutant,Apo − δWT,Holo) plots shown in Figure 2f,h. Hence, the
last measurement needed to obtain KInactive from eq 3 is that of
Ka,Observed.

Measurement of Ka,Observed for the Disulfide Mutants.
Saturation transfer difference (STD) NMR spectroscopy is a
robust label-free method to quantify affinities, but the STD
signal is typically weak for tightly bound complexes (KD <
∼μM).50 This was the case for cAMP binding to the disulfide
mutants due to the presence of residual populations of active
state, which exhibits high affinity for cAMP and leads to a
marginal STD signal for cAMP (Supporting Figure S3). To
circumvent this problem and widen the KD window of
applicability of the STD measurement, competition-binding
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experiments were performed with cyclic guanosine mono-
phosphate (cGMP). cGMP binds PKA-RIα at the same site as
cAMP but more weakly, resulting in a detectable STD signal for
cGMP (Supporting Figure S3). This is because the addition of
the cGMP amino group at position C2 of the guanine base
clashes with the phosphate binding cassette, thereby exhibiting
lower affinity.39 Furthermore, several 1H NMR signals of cGMP
are well resolved from those of cAMP (e.g., 1H1′, Supporting
Figure S3). Because of these properties, in the presence of
cGMP it is possible to measure an STD signal for cAMP, which
is utilized to monitor the competitive binding of cAMP to a
mutant sample preloaded with an excess of cGMP, as shown in
Figure 3c,d. The apparent KD (KDapp,Obs) obtained from the
cAMP vs cGMP competitive binding experiment (Figure 3c,d)
is then scaled down to the actual KD,Obs for cAMP using

Supporting eq S18 (Supporting Information) and the STD-
derived KD for cGMP (Figure 3a,b).

Determining the State-Specific Association Con-
stants. The resulting KD for cGMP as well as the KD,apparent

and KD,Observed for cAMP binding to both disulfide mutants are
summarized in Table 1. The observed cAMP KD values for
A108C/M234C and E143C/S236C are 0.30 ± 0.1 μM and
0.16 ± 0.03 μM, respectively (Table 1). However, these
observed dissociation constants are not the inactive-state
specific KD values, as they must first be corrected for the
holo/apo inactive populations according to eq 3. Using the
(XInactive,Holo/XInactive,Apo) ratios from the slope of the chemical
shift plots (Figure 2f,h) to scale down according to eq 3 the
KD,Observed from the STD competition experiments, the inactive-
state specific KD values are obtained, i.e., KD,Inactive = 0.36 ± 0.12

Figure 3. Measuring affinities for the “stapled” mutants. (a) Isotherm for the binding of cGMP to the A108C/M234C disulfide-bridged mutant of
RIα (91−244). The dissociation constant of cGMP is required to determine the KD,Obs of cAMP from the competition experiment. The STD/STR
ratio from the ribose H1′ was used to build the dose−response curve. Inset: Scatchard plot (⟨v⟩/[L] vs ⟨v⟩) used to calculate the dissociation
constant (KD,cGMP = 16.9 ± 6.1 μM). Dashed curves were obtained using the “edge” values of KD (e.g., 10.8 and 23.0 μM). (b) As (a), but for the
E143C/S236C double mutant (KD,cGMP = 2.4 ± 0.4 μM). (c) Binding isotherm for the cAMP-titration of A108C/M234C presaturated with 500 μM
cGMP (KDapp,cAMP = 9.1 ± 1.3 μM). (d) As (c), except for the disulfide mutant E143C/S236C (KDapp,cAMP = 32.2 ± 2.0 μM).

Table 1. Summary of Observed and State-Specific KD Values

cAMP-binding domain (CBD) cGMP KD (μM) cAMP KDapp (μM) cAMP KD,Obs (μM)a (XIn,Holo/XIn,Apo) cAMP KD,In (μM) cAMP KD,Ac (μM)

A108C/M234C RIα (91−244) 16.9 ± 6.1 9.1 ± 1.3 0.30 ± 0.10 0.83 ± 0.04 0.36 ± 0.12 −
E143C/S236C RIα (91−244) 2.4 ± 0.4 32.2 ± 2.0 0.16 ± 0.03 0.81 ± 0.05 0.20 ± 0.04 −
WT RIα (91−244) − − (1.0 ± 0.1)10−3a − 0.28 ± 0.06b (0.5 ± 0.1)10−3

WT HCN2 − − 3.6 ± 1.3c − 0.84d (8.0)10−3d

aFrom ref 40. bAverage KD,Inactive between disulfide mutants. cFrom ref 54. dFrom ref 52.
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μM and 0.20 ± 0.04 μM for A108C/M234C and E143C/
S236C, respectively (Table 1). Although these two dissociation
constants were measured for two independent and distinct
inactive-state trapping disulfide mutants, their difference is not
significant, corroborating the robustness of the proposed
approach and suggesting that the values obtained from the
two disulfide bridges can be combined into a single average
inactive-state specific KD (i.e., 1/Ka,Inactive) value of 0.28 ± 0.06
μM for PKA-RIα (91−244) (Table 1).
Once the Ka,Inactive is determined, the active-state specific Ka

(i.e., Ka,Active) is obtained through eq 2 using the known
Ka,Observed and the inactive vs active molar fractions measured
for apo WT.40 The resulting KD,Active value (i.e., 0.5 ± 0.1 nM,
Table 1) is ∼ three-orders of magnitude lower than the
KD,Inactive. Since Ka,Active ≫ Ka,Inactive, the Ka,Active term in eq 2
dominates the average, demonstrating that it would have been
challenging to determine the Ka,Inactive without the aid of
inactive-state selective molecular staples (e.g., disulfide bridges).

■ DISCUSSION
Using the proposed protocol, which combines molecular
stapling with both ligand- and protein-based NMR as
summarized in Figure 5, we have determined that the KD,Inactive
and KD,Active state-specific dissociation constants for the PKA-
RIα (91−244):cAMP complex are in the sub-μM and ∼nM
ranges, respectively (Table 1). These values correspond to a
ΔG of allosteric coupling of ∼−6 RT (eq 1), which is sufficient
to reach active state populations >90% when RIα is cAMP-
bound.40 Furthermore, the sub-μM and ∼nM ranges for the
KD,Inactive and KD,Active state-specific dissociation constants of
PKA-RIα (91−244) compare well with those independently
measured for a structurally homologous domain, i.e., the CBD
of the hyperpolarization and cyclic-nucleotide gated (HCN)
ion channels (Table 1).51,52 Unlike other cAMP-regulated
signaling systems, the open vs closed states of the HCN
channel can be selectively stabilized independently of cAMP by
voltage alone and therefore the open vs closed dissociation
constants are accessible through patch clamp electrophysiol-
ogy.51 To the extent that the open/closed states of the HCN
channel represent the active/inactive states of the HCN CBD,
the currently available active and inactive dissociations
constants for the CBD of HCN2 fall in the sub-μM and nM
range,51,52 respectively, similarly to those independently
measured here for PKA-RIα (91−244) using molecular stapling
(Table 1).
The similarity in state-specific association constants between

the CBDs of HCN and PKA is remarkable because HCN and
PKA bind cAMP with markedly different affinities. While
HCN2 exhibits a μM affinity for cAMP, PKA-RIα binds cAMP
with an observed KD in the nM range.40,53,54 Considering that
the observed affinities are averages, as shown by eq 2, the
similarity in the state-specific association constants between
HCN and PKA implies that the ∼3-order of magnitude
difference in cAMP affinities arises primarily from changes in
the position of the apo inhibitory equilibrium (Figure 4). This
prediction is confirmed by recent investigations showing that
the HCN inactive vs active apo populations are significantly
different, i.e., the apo HCN autoinhibitory equilibrium is highly
skewed toward the inactive (low-affinity) state,53 unlike apo
PKA RIα (91−244) for which the inactive vs active populations
are comparable (Figure 4).40

Overall, our measurements reveal that the CBD state-specific
association constants are largely CBD-independent, suggesting

the possibility that differences in cAMP-affinities between
CBDs are to a large extent dictated by the dynamics of the apo
CBDs rather than by the structures of the holo CBDs, which
appear to be largely conserved across different eukaryotic
CBDs.55 While this principle was proven here only for two
CBDs of HCN and PKA, it highlights the critical role of
differential dynamics in determining binding selectivity.
The sub-μM value determined for KD,Inactive through the

proposed molecular stapling approach (Table 1) is lower than
the dissociation constant for cAMP binding to the C-bound
RIα (91−244), which was previously determined to fall in the
∼3−100 μM range.46,40,56 The reduced cAMP-affinity of the
R:C complex compared to the inactive state of the apo R-
subunit is explained by the direct contacts between the C-
subunit of PKA and the phosphate binding cassette (PBC) of
PKA-RIα (91−244), which in turn weaken the interactions
between cAMP and the PBC.57 These observations illustrate
that a reliable measurement of state-specific association
constants for PKA-R requires that the inactive state of PKA-
R be selectively stabilized in the absence of PKA-C.
In conclusion, we have proposed and applied a general

method to measure state-specific association constants of
allosteric sensors based on three key elements, i.e., molecular
stapling through disulfide bridges, competition binding STD
experiments and chemical shift correlation analyses (Figure 5).
The disulfide “staples” are designed to exploit active vs inactive
structural differences and stabilize selected conformational
states in both apo and holo forms. As it is often difficult to

Figure 4. Apo population, state-specific KD, and free energy
comparison for RIα and HCN. (a) RIα and HCN bind cAMP with
similar affinities when either in the active (∼nM) or inactive (∼sub-
μM) conformations (thick gray arrows vs thin gray arrows), yet display
a ∼103 difference in observed KD. This is because their respective apo
populations of active vs inactive states differ significantly (black
arrows). Apo PKA-RIα samples active and inactive forms ∼ equally
(∼50%), while apo HCN mainly exists in the inactive state, resulting in
lower cAMP affinity. (b,c) Free energy differences between active (Ac)
and inactive (In) states of the apo and cAMP-bound (holo) forms of
HCN (b) and PKA-RIα (c). The free energy diagram illustrates
qualitative changes and is not to scale.
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achieve full immobilization of the selected state, we also
developed an approach to account for residual populations of
alternative states through eq 3, which requires the measure-
ments of both the mutant association constant and the state-
specific populations. The former is effectively obtained through
STD competition experiments, which provide a label-free
access to a wide-window of association constants and are
applicable to large MW systems. The latter are derived from
chemical shift correlation and projection analyses.47,49 Eq 3 is
applied to different “stapled” mutants, which serve as reciprocal
controls and provide multiple determinations of state-specific
association constants. The convergence of these independent
measurements to a consensus set of state-specific association
constants supports the noninvasive nature of the designed
molecular staples.
While the proposed approach was illustrated here for PKA-

RIα, the method is general and transferrable to other allosteric
sensors, offering otherwise elusive insight on the determinants
of binding affinities and of allosteric coupling (i.e., eqs 1 and 2).
For example, through the approach outlined here (Figure 5) it
was possible to address a long outstanding question about the
∼3-order of magnitude higher affinity of PKA-RIα relative to

other structurally homologous cAMP-binding domains (e.g.,
HCN). This apparent paradox was solved by showing that the
state-specific association constants of the cAMP-binding
domains of PKA-RIα and HCN are surprisingly similar, but
the positions of their apo dynamic inhibitory equilibria are
markedly different. These observations clearly illustrate that the
dynamics of the apo forms is a critical determinant of affinities.
Furthermore, the measurement of Ka,Inactive provides a first level
of characterization of the holo-inactive intermediate state
complex (Figure 1a), which is often only transiently populated
but critical to facilitate the design of allosteric inhibitors.

■ MATERIALS AND METHODS
Expression and Purification of PKA-RIα (91−244). All

mutations were generated using a variation of the Quikchange
protocol. A pTRiEX plasmid encoding the small ubiquitin-like
modifier/cAMP-dependent protein kinase (SUMO-PKA-RIα) fusion
protein was expressed and purified as previously described.40 To
increase yields, the insoluble pellet fraction was recovered and
resuspended in 8 M urea wash buffer, and subjected to Ni2+ affinity
chromatography under denaturing conditions. The eluted protein was
dialyzed to native conditions in the presence of TEV protease for
simultaneous refolding and cleavage.

Disulfide State Trapping. The disulfide bridged proteins were
kept reduced at every step of the preparation protocol until samples
were ready for spectroscopic studies. Extensive dialysis (4 × 1 L for ∼2
h followed by 1 × 4 L overnight at room temperature) was then
utilized for buffer-exchange into the NMR buffer (50 mM MOPS pH
7, 100 mM NaCl, 10 mM MgCl2, 0.02% NaN3) and oxidation of the
cysteines. It should be noted that no cysteines are native to PKA-RIα
(91−244). Mutants were then concentrated with centrifugal filters (10
kDa MWCO, Millipore) to 100 μM and supplemented with 5% D2O
for locking purposes. In the case of reduced samples, 5 mM DTT was
added and incubated for 1 h at room temperature. The mutant sample
integrity was checked by both SEC chromatography (Superdex 75 or
200, GE) and NMR. No significant differences were observed between
the elution volumes of the mutants and the WT in the absence of
DTT, indicating that the cysteine mutations did not result in the
formation of soluble aggregates. In addition, the NMR signal-to-noise
ratios in the HSQC spectra of the mutants and WT were comparable
further ruling out potential mutation-induced aggregates/oligomers.

Inhibition Kinase Assay. RIα (91−244) at different concen-
trations (10−2 nM − 4.68 × 103 nM) was incubated with the catalytic
subunit (4 nM) at room temperature for 10 min in the assay buffer (40
mM Tris-HCl pH 7.5, 0.1 mg/mL BSA, and 20 mM MgCl2), as
previously described.40 Two assay reagents, 10 μM Kemptide and 10
μM ATP, were then added to the assay buffer to reach a total volume
of 50 μL and to start the phosphorylation reactions. Reactions were
allowed to proceed for 60 min after which 50 μL of Ultra-Glo
luciferase solution were added. Two controls were also prepared,
consisting of a reaction with no Kemptide to provide the maximal
luminescence, and another reaction with only RIα absent to obtain the
minimal luminescence. Luminescence was measured with a TECAN
infinite M200 plate reader.

PKA-RIα (91−244) Inactive State Population Assessment by
NMR. Uniformly 15N-labeled proteins at 100 μM were supplemented
with both 5% D2O for locking, and 15N-acetyl−glycine for referencing.
For the holo samples, cAMP was added at a total concentration of 1
mM. Sensitivity enhanced heteronuclear single quantum coherence
(HSQC) spectra were acquired for all samples in apo and excess
+cAMP forms, both with or without DTT, on a Bruker AV 700
spectrometer equipped with a TCI cryogenic probe. Spectra included
256 (t1) and 1024 (t2) complex points over spectral widths of 31.82
and 14.06 ppm for the 15N and 1H dimensions, respectively, and were
recorded with 4 scans and a 1.70 s recycle delay. Carrier frequencies of
1H and 15N were set at the water and central amide region,
respectively. All spectra were recorded at 306 K and processed using
NMRpipe58 with linear prediction. Spectra were analyzed utilizing

Figure 5. Summary flowchart of the protocol proposed to measure
state-specific association constants in allosteric sensors. A similar
flowchart is applicable also when the Ka,Obs values are measured by
methods different from STD (e.g., isothermal titration calorimetry,
surface plasmon resonance, fluorescence based methods, etc.) or when
the active vs inactive equilibrium is perturbed by modifications
different from disulfide bridges (e.g., point mutations, post-transla-
tional modifications, etc.).
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Sparky59 and Gaussian line-fitting. Resonance assignments were
established through spectral comparisons with WT RIα (91−244).
The combined 15N and 1H chemical shifts were computed as

δ δ δΔ = Δ + Δ[( ) (0.2 ) ]1H
2

15N
2 1/2

(4)

and a chemical shift cutoff of 0.05 ppm was implemented for the
chemical shift projection analyses (CHESPA) (Supporting Informa-
tion).48,49 The apo and cAMP-bound wild-type forms served as the
CHESPA reference states to evaluate the effect of the perturbed state,
i.e., the apo or cAMP-bound mutant. The fractional activation and
cos(θ) values were calculated as previously described.49

STD Experiments and Competition Binding Measurements.
Purified RIα (91−244) mutants at a concentration of 10 μM were
buffer exchanged into 20 mM NaH2PO4 pH 6.5, 50 mM NaCl in
≥99% D2O using disposable PD-10 desalting columns (GE) or
centrifugal Zeba filters (Thermo Scientific). Reference (STR) and
difference (STD) 1H spectra with water-gate water suppression were
acquired for all samples at 298 K. Off-resonance saturation occurred at
30 ppm, while on-resonance irradiation was placed at 0.79 ppm. This
ensured selective irradiation of the protein and not the ligand. A short
spin-lock of 5 ms was applied to minimize protein signal interference,
while also avoiding reduction in ligand signals. Spectra were digitized
with 16 K complex points. The spectral width was 13.03 ppm centered
at 4.71 ppm, with 1024 or 512 scans and 8 dummy scans for the STD
experiments. For the more sensitive STR experiments, 128 scans were
used.
Dissociation constants for the disulfide mutants with cGMP and

cAMP were measured by quantifying the fraction of protein bound
(⟨ν⟩) through the normalized STD amplification factor (STDaf)
method.50 Ligand concentrations varied between 10 μM to 320 μM. In
the case of competition experiments, samples were presaturated with
500 μM cGMP, and then titrated with increasing amounts of cAMP.
Upon addition of cAMP, the sample was incubated at room
temperature for 30 min to ensure complete ligand equilibration
prior to NMR data acquisition. STDaf was determined from the
product of the STD:STR ratio, measured for the 1H1′ cAMP ribose,
and the ratio of total ligand and protein concentration.50 The STDaf
values were normalized to the largest STDaf to obtain the fraction of
protein bound (⟨ν⟩):

⟨ ⟩ =v
STD

STD
af

af,max (5)

The experimental ⟨ν⟩ values were then modeled according to the 1:1
binding isotherm:

⟨ ⟩ =
+

v
L

K L
[ ]

[ ]D (6)

where [L] is the concentration of free cAMP or cGMP and KD denotes
either the KDapp for cAMP or the actual KD for cGMP. [L] was
obtained from [L]Total by subtracting the concentration of bound
ligand:

= − ⟨ ⟩L L v P[ ] [ ] ( [ ] )Total Total (7)

Both the cGMP KD and the cAMP KDapp values were determined using
Scatchard plots (⟨ν⟩/[L] vs ⟨ν⟩) by computing the negative reciprocal
of the slope. The KDapp values for cAMP were converted to KD,Obs
through the eq S18.
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